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Abstract

NovoRank: Machine Learning Based Post—-processing
for Performance Improvement

in De Novo Peptide Sequencing

Jangho Seo
Department of Artificial Intelligence
The Graduate School

Hanyang University

To identify peptides in mass spectrometry—based proteomics, tandem
mass (MS/MS) spectra are analyzed using database search or de novo
sequencing tools. In contrast to database search approaches, de novo
sequencing directly deduces peptide sequences from MS/MS spectra
without any reference to sequence databases. De novo sequencing method
often generates incorrect peptide identifications due to its practically
unlimited search space and its peptide identification performance does not
reach that of database search methods. Instead, de novo sequencing has the
advantage of finding novel peptides that are not a part of the sequence
database, thus is an essential method for discovering peptides of as yet
unknown, biologically important functions.

Here, we propose a machine learning based post-processer for de novo
sequencing tools, named NovoRank, that can improve the performance of
de novo sequencing and is applicable with any de novo peptide sequencing

tools. NovoRank uses DBSCAN, a well-known density—based clustering
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algorithm, and adopts deep learning techniques so that candidate peptide
reordering can give a better top—ranked sequence.

Given a large-scale synthetic peptide dataset (ProteomeTools),
NovoRank increased the peptide recall by 8.63~12.66% when applied with

de novo sequencing results from three different software tools.
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1 Introduction

Proteins are important substances that perform various functions of cells as
a component in organism. Proteomics, which studies proteome, is interested
in identifying proteins in the first place. The current shotgun proteomics
technology allows protein sequence characterization (from a protein
mixture) by identifying peptides and then reconstruct the original protein
sequence from its constituent peptides. Proteins are digested into peptides
by an enzyme and the digested peptides are analyzed by tandem mass
spectrometry [1]. Finally, the acquired tandem mass (MS/MS) spectra can
be analyzed to identify peptide sequences.

There are two major approaches to identify peptides from an MS/MS
spectrum: database search and de novo sequencing. Database search is a
method that uses a sequence database and compares an experimental
spectrum with theoretical spectra generated from the peptide sequences in
the database to find the best match. On the other hand, de novo sequencing
infers peptide sequences solely based on an MS/MS spectrum without any
reference to a sequence database.

De novo sequencing has the advantage of finding novel peptides because
it does not use prior knowledge, but its huge search space makes it more
sensitive to the noise and missing peaks of MS/MS spectra, compared with
a database search approach [2], sometimes resulting in false identifications.
To overcome such performance limitation and achieve more reliable results,
there have been efforts to post—-process de novo sequencing results.

In this research, we propose a post—-processing method NovoRank that

improves the performance of de novo sequencing, which uses machine



learning techniques such as clustering and deep learning [3]. NovoRank
takes top NV candidate sequences, provided by de novo sequencing tools
such as PEAKS [4], pNovo3 [5], and DeepNovo [6], as its input and then
reorders their ranks based on various features such as peptide—spectrum
match quality. Instead of processing each spectrum independently, we first
cluster tandem mass spectra so that similar spectra can share their
candidate sequence information and then reorder candidate ranking per
cluster. Finally, cluster-level ranking is re—-evaluated per spectrum based
on a deep learning model. Six additional features are adopted as an input to
the deep learning network so that a single candidate is finally assigned to

each spectrum.



2 Related work

2.1 pNovod

pNovod3 is a framework that improves precision of de novo sequencing,
including post—processing that re—-ranks de novo sequencing results.

In order to get candidate peptides in pNovo3, pNovo [7] is used. 6
features such as the original peptide-spectrum match score provided by
pNovo, 3 similarity scores, 2 gap information were extracted for re-ranking.
The similarity score is calculated by comparing between the experimental
and the theoretical spectrum with the cosine, Pearson and Spearman
methods, where a theoretical spectrum was generated using pDeep [8]. The
gap information is a feature that can help determine amino acid ordering
when there is no fragment ion peak between two consecutive amino acids
and is obtained from pre-calculated probability values of missing the
fragment ion. A support vector machine [9] model was trained to re-rank
the candidate peptides originally provided by pNovo.

To further improve the performance, an additional process is performed
to merge re-ranked results that are similar in precursor mass, spectrum

and rank 1 peptide sequence under pre-set conditions.



2.2 Learning to rank

Learning to rank (LTR) [10] is a machine learning methodology that applies
supervised learning to solve ranking problems that determining the order of
search results. For peptide sequence identification, when providing search
results to users, it is more important to present the result most relevant to
a query in the top rank, rather than simply show a list containing all results
similar to the query. So far, LTR is a subject that has been studied a lot in
the field of information retrieval and recommendation systems.

To solve the LTR problem, there are pointwise, pairwise, and listwise
approaches. First, a pointwise approach takes one item as input and
calculates a score. After calculating the scores for all the items, the results
are provided in a descending order. A pairwise approach handles two items
at the same time and aims to sort each pair of items rather than scoring
each. Lastly, a listwise approach receives an item list as input at once and

then determines the total order of the items in the list.



3 Materials

3.1 Datasets

ProteomeTools [11] datasets from ProteomeXchange with the accession
PXD004732 containing synthetic human peptides were used in this
experiment. The dataset consists of 123 HCD raw files consisting of
6,359,460 MS/MS spectra, and we converted all the raw files to MGF format
using MSConvert [12]. MaxQuant [13] database search results were also
downloaded from the PRIDE archive and only the PSMs with PEP (Posterior
Error Probability) score less than or equal to 0.01 were selected as reliable
PSMs, resulting in 3,506,774 PSMs of 134,615 peptides, which were taken

as the ground truth and used for performance evaluation and model training.

3.2 De novo peptide sequencing results

The 123 MGF files of the ProteomeTools datasets contain 6,359,460 spectra.
De novo sequencing results were obtained from three different tools -
PEAKS and DeepNovo were applied against the entire 6,359,460 spectra,
while pNovo3 was applied only to 4,279,546, because some files were
abnormally terminated during execution. We obtained the top 10 candidate
results using PEAKS and pNovo3, while DeepNovo provides only the top 1
peptide per spectrum. De novo sequencing using DeepNovo was performed
with the pre-trained model provided by its github repository

(https://github.com/nh2tran/DeepNovo).



The peptide identification results and search parameters of each de novo

sequencing tool are shown in Table 1 and 2.

PEAKS pNovo3 DeepNovo

Peptide

Identification 6,274,999 3,594,052 6,248,624
Result

Ground truth in 2.190,757 2,411,900 1,416,950

top 1 result
Ground truth in 2.738.266 2.648.639 X
top 10 results

Table 1. PEAKS, pNovo3, DeepNovo identification result

PEAKS pNovo3 DeepNovo
De novo sequencing Top 10 Top 10 Top 1
result Candidates candidates candidate
Precursor
10 p.p. 10 p.p.
tolerance Bh 1RE
F .
ragment 0.025 Da 0.025 Da pre-trained
tolerance .
- model is used
Fixed C C
modification (Carbamidomethylation) (Carbamidomethylation)
Variable M M
modification (Oxidation) (Oxidation)

Table 2. Search parameters of each de novo sequencing




4 Methods

4.1 NovoRank

NovoRank is a post—processing tool that tries to assign the correct peptide
using the top N (N = 1) candidates from de novo sequencing results. The
workflow of NovoRank is shown in Figure 1. NovoRank consists of two

major steps: (1) new candidate generation and (2) re-ranking.

Spectrum
Rank Peptide Score
] 1 1 X1 9
” “ ‘ \ ‘ | mmmmm)  De novo Sequencing  EEEEm——) ﬁz X2 3
EamEm— 3 p3 3 -
d : : o
MS/MS spectra NN N fé
|
z
a
3
Clustering ] . 2
: 1 Generate new candidate Select the top-2 candidates | 2
with DBSCAN Algorithm oy - P g
Spectrum i
Rank Peptide New Score %
1 pepl W

/ S

Top-1 result ‘_ Deep Learning model _ Feature Extraction

Bunjuei-ay : g dayg

Figure 1. The workflow of NovoRank



4.2 Generating new candidate step

First, de novo sequencing tools such as PEAKS, pNovo3, and DeepNovo
were applied to get the top NV candidates for each spectrum. Simultaneously,
multi—dimensional spectral clustering was conducted, so that candidate
sequences can be pooled and shared among similar spectra. MS/MS spectra
clustering was performed by applying DBSCAN [14] algorithm using three
features — precursor m/z, charge and retention time, assuming that MS/MS
spectra produced from the same peptide should have been observed with
similar precursor masses and eluted at similar retention times, and that the
spectra would look very different if the charge states of precursors were
different even if they had resulted from the same peptide. We merged the
candidates of all spectra in the same cluster and retained top 2 candidate
peptides at the cluster level based on a new score calculated based on their
original score and identification frequency. From PEAKS, pNovo3 and
DeepNovo results, we used ‘ALC’, ‘Final score of this result’, and
‘predicted_score’ as its original score, respectively. The new score is
calculated for all unique peptides in a cluster, by summing all of its original
scores in the cluster.

Table 3 shows the percentage of correct answers in the newly determined
candidates. From Table 3, we can expect that the performance can be
further improved by 5.8%~9.6% at most, if we perfectly re-rank using new
(cluster—assigned) top 2 candidates. If we consider the top 5 or top 10
candidates, there could be more performance improvements, but the
performance gain is not so much bigger than the improvement obtained by
re-ranking the top 2 while it is a much more difficult problem to solve. For

this reason, we performed re-ranking using newly assigned top 2



candidates.

Peptide Recall PEAKS pNovo3 DeepNovo
Top 1 72.70 % 77.21 % 52.93 %
Top 2 82.26 % 82.79 % 59.98 %
Top 5 87.74 % 86.12 % 64.55 %
Top 10 90.05 % 87.83 % 65.76 %

Table 3. De novo sequencing performance
after post—processing only with clustering

4.3 Re-ranking step

In the re-ranking step, additional features were extracted for each spectrum
so that each peptide spectrum match is re—evaluated between the top 2
candidate peptides from the previous step. The additional features included
peptide ranking, new score, delta score, cluster size, number of matched
internal fragment ions divided by peptide length, and absolute value of the
difference between real RT(Retention Time) and predicted RT obtained

using DeeplL.C [15] (Table 4). All features except for peptide ranking were

transformed using logarithmic function.

Additional Feature

Description

Peptide ranking

0 (Rank 1) or 1 (Rank 2)

Score

Sum of original de novo sequencing scores

Delta score

Difference between rank 1 and rank N scores (N=1 or 2)

(if N=1, delta score is always 0)

Cluster size

Size of Cluster

Internal fragment ion

Number of matched internal fragment ions / Peptide

length

Delta RT

Abs (real RT — predicted RT)

Table 4. Description of 6 additional features for NovoRank




4.4 Deep learning model architecture for peptide re—ranking

Figure 2 shows the deep learning model architecture for selecting the
correct peptide. It is designed similarly to Siamese Network [16] and
RankNet [17], one of the pairwise approaches, as a model for learning to
rank based on two identical neural networks that share weights. Each

network receives three different inputs from each of rank 1 and 2 candidates.

Input : Candidate (1) Input : Candidate (2)

[ Spectrum ] [ Sequence ] [ Spectrum ] [ Sequence ]

| | | |

[ own ][ sitsTm | Param 11" NN | |[ BitsTM |

Share .
l l Additional l Ir Additional
[ FC layer ] [ FC layer [ Features [ FC layer ] [ FC layer ] Features
| | |
| | |
| | | | |
! ] | L 2 ) 2 ¥
( Concatenate ] | Concatenate ]
| | | |
FC layer FC layer
{ Similarity score ) { Similarity score )

Sigmoid (0~ 1)

: Peptide-Spectrum Match Network

: Spectrum Embedding Sub-Network - Input dim : 50,000 X 1
- Outputdim: 16 X1

: Sequence Embedding Sub-Network - Inputdim : 40 X 28
- Outputdim: 16 X1

: Ranking Sub-Network - Inputdim:38X1
- Outputdim:1X1

UL

Figure 2. Deep learning model for re—-ranking
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4.5 Spectrum and Sequence embedding sub—network

The spectrum embedding sub—network has weight layers consisting of two
convolutional (Conv) layers and three fully connected (FC) layers. The two
Conv layers with 1X30 filter with stride of 1 are used, with 8 and 16 filters,
respectively. The FC layers has 16 channels. A max—pooling layer is used
for Conv layers with the activation function leakyReLU [18] and a dropout
rate of 0.2.

The sequence embedding sub—-network has weight layers consisting of
one Bidirectional LSTM (BiLSTM) [19] and three FC layers. The sizes of
BILSTM and FC layers were 8 and 16, respectively. All hidden layers use
the activation function of leakyReLU. A dropout rate of 0.2 is used after the
FC layer.

4.6 Ranking sub—network

The spectrum and sequence are transformed into 16-dimensional vector,
respectively, and the two embedding vectors and 6 additional features are
concatenated. The similarity scores are calculated from each peptide—
spectrum match network, using FC layers of three, and their difference is

fed to a sigmoid function, which finally outputs the correct peptide.

11 -



4.7 Input data encoding

We allowed the maximum mass of a peptide to be 5,000 Da and its resolution
0.1 Da. So, a spectrum is represented as a 50,000—-dimensional vector. Each
element of a vector has a normalized intensity value between O and 1. A
peptide sequence is transformed into a matrix. The maximum length of a
sequence is 40 and zero values are padded if a peptide is shorter than 40.
An amino acid is represented as a vector of size 28 including 6 charges, 20
amino acids, and 2 modifications — carbamidomethylation at Cysteine and
oxidation at Methionine. Thus, a sequence is represented as a 40 X 28

matrix.

4.8 Training, Validation and Test

We use 80% of the reliable PSMs for training and the rest for testing. The
validation set for the evaluation of the deep learning model was obtained by
partitioning the training set, and 5-fold cross validation was conducted.
Train/Validation/Test set was split so that peptides never overlap amongst
the three. Among de novo peptide sequencing results from PEAKS, pNovo3,
and DeepNovo, we randomly select one search tool result at a cluster level
to create training and validation set so that each spectrum is assigned a
peptide from a single de novo search tool.

Our deep learning model solves the binary classification problem of
selecting the correct peptide given the two candidates. Output label is set
to O if candidate (1) is correct and 1 otherwise. We used the Adam optimizer
[20] and binary cross entropy loss function. Epoch and batch size were set

to b0 and 64, respectively.

-12 -



5 Results

5.1 Clustering quality

We tried several clustering methods to merge the identification results of
similar spectra. To evaluate whether clustering was successful, the purity
of a cluster was checked. Clustering evaluation was conducted on the
reliable PSMs described in 3.1. The purity of a cluster was defined as the
number of unique peptides in the cluster. If the smaller number of unique
peptides was contained in a cluster, its purity is considered higher. Our
experiment shows that it is better to perform clustering using only DBSCAN
algorithm than to conduct a multi-stage clustering with MS-Cluster [21], or
applying MS-Cluster alone. For multi stage clustering, the initial clustering
of MS/MS spectra was performed using MS-Cluster software and the
resulting clusters were further partitioned by retention time using DBSCAN
algorithm to increase the purity of the cluster.

Detailed figures are shown in Table 5. In Table 5, only clusters with up
to 3 unique peptides in the cluster are shown. When we compare MS-Cluster
and DBSCAN results, we can see that there is a tradeoff between the cluster
purity and the number of clusters. If all the clusters consist of a single
spectrum, then the purity of such clustering will be the highest. Thus, we
want clustering results that show higher purity but consist of a smaller
number of clusters. In consideration of both purity and the number of

clusters, we decided that clustering using only DBSCAN was our best choice.
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MS-Cluster

MS-Cluster L DBSCAN DBSCAN
The number of 1: 155,288 1: 262,920 1: 260,533
unique peptides: 2: 14,426 2: 9,260 2: 5,387
The number of clusters 3: 2,059 3: 269 3147
The number of 1: 2,890,734 1: 3,294,407 1: 3,370,491
unique peptides: 2:470,223 2: 203,343 2: 130,385
The number of scans 3: 101,823 3: 8,629 3: 5,687
Maximum number of
unique peptides 11 4 4
in cluster
Total number of clusters 172,568 272,462 266,073
Number of clusters of 3179 8129 0

size of 1

Table 5. The clustering results

14 -




5.2 NovoRank Evaluation

In Table 6, the performance is evaluated by comparing the NovoRank results
with original de novo sequencing results by peptide recall (Table 6a) and
amino acid recall (Table 6b) on the test set. The NovoRank results are
shown by dividing them into two results: Clustering and Re—-ranking using
the deep learning model.

We show that NovoRank increased performance by 8.63~12.66 % and
5.17~10.53 % and in peptide recall and amino acid recall, respectively, when

compared with using only the de novo sequencing tool.

a)
Original Clustering Re-ranking
PEAKS 62.68 % 72.86 % 74.29 %
pNovo3 69.30 % 77.49 % 77.93 %
DeepNovo 41.08 % 53.37 % 53.74 %
b)
Original Clustering Re-ranking
PEAKS 87.14 % 91.93 % 92.31 %
pNovo3 80.19 % 89.97 % 90.72 %
DeepNovo 69.96 % 77.93 % 78.69 %

Table 6. Peptide recall and amino acid recall of PEAKS, pNovo3,

a) Recall at peptide level

DeepNovo on the test set in each step.
b) Recall at amino acid level




6 Conclusion

De novo sequencing is an essential method for finding novel peptides.
However, it is not easy to find the optimal peptide sequence because of its
large search space.

In this work, we proposed a machine learning based post—processing tool,
called NovoRank, that improves the match quality of de novo sequencing.
We proposed several processes that help us find the correct peptide
sequence among candidate sequences returned by the existing de novo
sequencing tools. We show that there is a significant performance
improvement when the top 1 sequence is selected based on its original score
by the de novo software and its frequency within the cluster, which is
obtained by merging de novo sequencing results of similar spectra. We also
achieved additional performance improvement using the newly designed

deep learning model for re-ranking using six additional features.
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